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Abstract

Currently, the cDNA and genomic sequence projects are processing at such a rapid rate that more and more gene data become available. New methods are needed to efficiently and effectively analyze and visualize this data. In this paper, we present a visualization method which maps the samples’ n-dimensional gene vectors into 2-dimensional points. This mapping is effective in keeping correlation coefficient similarity which is the most suitable similarity measure for analyzing the gene expression data. Our analysis method first removes noise genes from the gene expression matrix, then adjusts the weight for each remaining gene. We have integrated our gene analysis algorithm into a visualization tool based on this mapping method. We can use this tool to monitor the analysis procedure, to adjust parameters dynamically, and to evaluate the result of each step. The experiments based on two groups of multiple sclerosis (MS) and treatment data demonstrate the effectiveness of this approach.

1 Introduction

DNA microarray technology can be used to measure expression levels for thousands of genes in a single experiment, across different conditions and over time [3, 17, 15, 25, 24, 28, 37, 21, 22, 8, 31]. To use the arrays, labeled cDNA is prepared from total messenger RNA (mRNA) of target cells or tissues, and is hybridized to the array. The amount of label bound is an approximate measure of the level of gene expression. Thus gene microarrays can give a simultaneous, semi-quantitative readout on the levels of expressions of thousands of genes. Just 4-6 such high-density “gene chips” could allow rapid scanning of the entire human library for genes which are induced or repressed under particular conditions. By preparing cDNA from cells or tissues at intervals following some stimulus, and exposing each to replicate microarrays, it is possible to determine the identity of genes responding to that stimulus, the time course of induction, and the degree of change.

Some methods have been developed using both standard cluster analysis and new innovative techniques to extract, analyze and visualize gene expression data generated from DNA microarrays. Gene expression matrix can be studied in two dimensions [2]: comparing expression profiles of genes by comparing rows in the expression matrix [23, 6, 27, 24, 26, 10, 34, 3] and comparing expression profiles of samples by comparing columns in the matrix [9, 11, 33]. In addition, both methods can be combined (provided that the data normalization [19, 39] allows it).

A key step in the analysis of gene expression data is the detection of groups that manifest similar expression patterns and filter out the genes that are inferred to represent noise from the matrix according to samples distribution. The corresponding algorithmic problem is to cluster multi-condition gene expression patterns. Data clustering [6] was used to identify patterns of gene expression in human mammary epithelial cells growing in culture and in primary human breast tumors. DeRisi et al. [18] used a DNA array containing a complete set of yeast genes to study the diauxic shift time course. They selected small groups of genes with similar expression profiles and showed that these genes are functionally related and contain relevant transcription factor binding sites upstream of their open reading frames (ORFs). In [3], a clustering algorithm was introduced for analysis of gene expression data in which an appropriate stochastic error model on the input has been defined. Self-organizing maps [27, 20], a type of mathematical cluster analysis that is suited for recognizing and classifying features in complex, multidimensional data, was applied to organize the genes into biologically relevant clusters that suggest novel hypotheses about hematopoietic differentiation. In [13], the authors presented a strategy for the analysis of large-scale quantitative gene-expression measurement data from time-course experiments. The correlated patterns of gene expression from time series data suggests an order that conforms to a notion of shared pathways and control
applied a method based on the theory of support vector machines (SVMs). The method is considered as a supervised computer learning method because it exploits prior knowledge of gene function to identify unknown genes of similar function from expression data. They applied this algorithm on six functional classes of yeast gene expression matrices from 79 samples [23]. Alter et al. [26] used singular value decomposition in transforming genome-wide expression data from genes × arrays space to reduced diagonalized “eigengenes” × “eigenarrays” space to extract significant genes by normalizing and sorting the data. Hastie et al. [34] proposed a tree harvesting method for supervised learning from gene expression data. This technique starts with a hierarchical clustering of genes, then models the outcome variable as a sum of the average expression profiles of chosen clusters and their products. The method can discover genes that have strong effects on their own, and genes that interact with other genes.

On sample dimension, our task is to build a classifier which can predict the sample labels from the expression profile. Golub et al. [33] applied neighborhood analysis to construct class predictors for samples, especially for leukemias. They were looking for genes whose expression data are best correlated with two known classes of leukemias, acute myeloid leukemia and acute lymphoblastic leukemia. They constructed a weighted vote classifier based on 50 genes (out of 6817) using 38 samples and applied it to a collection of 34 new samples. The classifier correctly predicted 29 of the 34 samples. In [11], the authors present a neural network model known as Simplified Fuzzy ARTMAP which can identify normal and diffuse large B-cell lymphoma (DLBCL) patients using DNA microarrays data generated by a previous study. Many traditional clustering algorithms such as the hierarchical [23, 16, 5] and K-means clustering algorithms [14, 29] have all been used for clustering expression profiles. Mathematical and statistical methods like Fourier and Bayesian analysis also have been used to discover profiles of cell cycle-dependent genes [32, 38, 1]. Our group has developed a maximum entropy approach to classifying gene array data sets [30]. We used part of pre-known classes of samples as training set and applied the maximum entropy model to generate an optimal pattern model which can be used to new samples.

Sample clustering has been combined with gene clustering to identify which genes are the most important for sample clustering [35, 5]. Alon et al. [35] have applied a partitioning-based clustering algorithm to study 6500 genes of 40 tumor and 22 normal colon tissues for clustering both genes and samples. Getz et al. [12] present a method applied on colon cancer and leukemia data. By identifying relevant subsets of the data, they were able to discover partitions and correlations that were masked and hidden when the full dataset was used in the analysis. This method is called two-way clustering.

Multiple sclerosis (MS) is a chronic, relapsing, inflammatory disease. Interferon-β (IFN-β) has been the most important treatment for the MS disease for the last decade [36]. The DNA microarray technology makes it possible to study the expression levels of thousands of genes simultaneously. The gene expression levels are measured by the intensity levels of the corresponding array spots. In this paper, we present a visualization method which maps the samples’ n-dimensional gene vectors into 2-dimensional points. This mapping is effective in keeping correlation coefficient similarity which is the most suitable similarity measure for analyzing gene expression data. Our gene expression data analysis method first removes noise genes from the expression matrix by sorting genes according to correlation coefficient measure and then adjusts the weight for each remaining gene. We have integrated our gene analysis algorithm into a visualization tool based on this mapping method. We can use this tool to monitor the analysis procedure, to adjust parameters, and to evaluate the result of each step. The experiments on the healthy control, MS and IFN-treated samples based on the data collected from the DNA microarray experiments demonstrate the effectiveness of this approach.

This paper is organized as follows. Section 2 introduces the visualization method. Section 3 describes the details of our gene data analyzing approach with the help of our visualization tool. Section 4 presents the experimental results. And finally, the conclusion is provided in Section 5.

2 Visualization Tool

2.1 Mapping Method

A typical gene expression matrix has thousands of rows (each row represents a gene) and several (usually less than 100) columns which represent samples related to a certain kind of disease or other condition. Each sample is marked with a label that points out which class it belongs to, such as control, patient and drug-treated. While we analyze these samples, we usually want to view the sample distribution during each step. How to visualize arbitrarily large dimensional data effectively and efficiently is still an open problem. The parallel coordinate system allows the visualization of multidimensional data by a simple two dimensional representation. But as the dimensions go higher, the displaying is less effective. Figure 1 shows an example of different visualization methods.

We use the idea of a linear mapping method that maps the multidimensional dataset to 2-dimensional space [7]. Let vector \( \vec{P}_g = (x_{g1}, x_{g2},...,x_{gn}) \) represent a data point in n-dimensional space, and total number of points in the space is \( m \), denoted as \( P_1, P_2, ..., P_m \).
Figure 1. Distribution of our gene expression data of 44 samples, where each sample has 4132 genes. (A) Visualization using the parallel coordinate system, where the horizontal axis represents gene dimension and each multidimensional line represents a sample. The sample distribution is not clear. (B) Visualization using our tool, where each point represents a sample. The figure shows that after mapping original data into 2-dimensional space, sample distribution is clearly represented.

We use the Formula (1) to map $\vec{P}_g$ into a 2-dimensional point $\vec{P}_g^*$:

$$\vec{P}_g^* = \sum_{i=1}^{n} (w_i * (4/n) * (x_{gi})) \vec{S}_i,$$

where $w_i$ is an adjustable weight for each coordinate, $n$ is vector length of the original space, $4/n$ is a ratio to centralize the points, and $\vec{S}_i$ ($i = 1, 2, ..., n$) are unit vectors which divide the center circle of the display screen equally (Equation (2)).

Our initial setting is $w_i = 0.5$ for all $i = 1, 2, ..., n$, which means each coordinate of the original space contributes equally in the initial mapping. Under this setting, we can easily figure out that point $(0,0,...0)$ in the original $n$-dimensional space will be mapped to $(0,0)$ which is the center of 2-dimensional displaying space based on mapping function (Formula (1)). In addition, a point which has the format of $(a,a,...,a)$ will also be mapped to the center (Figure 3 (A)). Another property under the initial setting is keeping the correlation coefficient similarity of the original data vectors. Because the correlation coefficient has the advantage of depending only on shape but not on the absolute magnitude of the spatial vector, it is a better similarity measure than Euclidean distance [33, 4]. The formula of correlation coefficient between two vectors $\vec{X}$ and $\vec{Y}$ is:

$$\rho_{\vec{X},\vec{Y}} = \frac{\sum_{i=1}^{n} x_i \cdot y_i - \left(\sum_{i=1}^{n} x_i\right) \cdot \left(\sum_{i=1}^{n} y_i\right)}{\sqrt{\left(\sum_{i=1}^{n} x_i^2 - \left(\sum_{i=1}^{n} x_i\right)^2\right) \cdot \left(\sum_{i=1}^{n} y_i^2 - \left(\sum_{i=1}^{n} y_i\right)^2\right)}}$$

where

$$\vec{X} = (x_1, x_2, ..., x_n),$$
$$\vec{Y} = (y_1, y_2, ..., y_n),$$

If $\vec{X}$ and $\vec{Y}$ have the same pattern, which means ratios of each pairs of coordinates of $\vec{X}$ and $\vec{Y}$ are all equal (Equation (3)), their correlation coefficient values will be 1. Using our mapping function, these two vectors will be mapped onto a straight line across the center in the 2-dimensional space.
Figure 3. Some properties of our mapping function. (A) Shows every point whose coordinates in the original space can be represented as \((a,a,\ldots,a)\) will be mapped to the center of the 2-dimensional displaying space. (B) Shows points that have the same pattern, which means ratios of each pairs of coordinates in the original space are all equal, will be mapped onto a straight line across the center in the 2-dimensional displaying space.

displaying space, and all other vectors which have the same pattern as \(\vec{X}\) and \(\vec{Y}\) will all be mapped onto that line (Figure 3 (B)), even if their Euclidean distances in the original space are very large.

\[
\frac{x_1}{y_1} = \frac{x_2}{y_2} = \frac{x_3}{y_3} = \ldots = \frac{x_n}{y_n}. \tag{3}
\]

2.2 Parameter Adjustment

Our visualization tool allows the user to adjust the weight of each coordinate from \([-1, 1]\) to change data distribution in the displaying space, both manually and automatically. Mapping from a higher dimensional space to a lower dimensional space may not preserve all the properties of the dataset. By adjusting the coordinate weights of the dataset, data’s original static state is changed into dynamic state which may be used to compensate the information loss from mapping. For example, two points \((100, 100,\ldots, 100)\) and \((0,0,\ldots,0)\) are far away in the original space, but by the initial setting, they are both mapped into the center of the 2-dimensional displaying screen. Whenever any weight \(w_i\) in Formula (1) is changed, these two points will be separated. That is, \((0,0,\ldots,0)\) will be still at the center but \((100, 100,\ldots, 100)\) will no longer be mapped to the center.

Figure 4 shows another example where the original dataset has 268 points (vectors) which can be divided into two clusters, marked as hollow red circles and filled blue circles. While mapping based on the initial setting, the cluster boundary is not clear enough: some parts of the two clusters are overlapped. After changing the weights of some coordinates, the data distribution is also changed, and the two clusters are separated from each other.

Figure 4. Effect of weights adjustment. Left circles show the data distribution in displaying space, right side slides show the weight adjustment environment. (A) Shows mapping result of a dataset using the initial setting. The dataset include two clusters. We marked as hollow red circles and filled blue circles. (B) After changing the weights of some coordinates, the data distribution is also changed, and two clusters are separated from each other.

Since the original dimensions may be very high, such as several thousands, manually changing the weight for each dimension to find the best combination is impractical. That is the reason why our tool supports automatic changing of weights. The user only needs to set the adjustment direction (ascending or descending) and changing step for each
dimension. The tool will perform an animation to show the data distribution while the weights are changed automatically. The user can obtain all the weights when the ideal distribution is reached.

3 Data Analyzing Approach

Based on the gene expression matrix which has thousands of genes and several dozens of samples, our task is to build a classifier to predict the sample labels (classes) from the expression profile using the information already known from the experiment, such as diseased/normal attributes of the samples. A very common method is [33] first to reduce the number of genes in the gene dimension, which means to find important genes that are more related to such kind of idealized patterns; then to assign some weights from the first step to the remaining genes to construct a “class predictor”. How many genes are deleted is usually from experience. Researchers usually give a fixed number to every matrix, but the best number might be different for each dataset. How to choose the best weight is another open problem.

3.1 Normalization

In the gene expression matrix, different genes have different ranges of intensity values. The intensity values alone may not have significant meaning, but the relative changing levels are more intrinsic. So we should first normalize the original gene intensity values into relative changing levels. Our general formula is

\[ w'_{i,j} = \frac{w_{i,j} - \mu_i}{\mu_i}, \quad \text{where} \quad \mu_i = \frac{\sum_{j=1}^{m} w_{i,j}}{m}; \quad (4) \]

\( w'_{i,j} \) denotes normalized intensity value for gene \( i \) of sample \( j \), \( w_{i,j} \) represents the original intensity value for gene \( i \) of sample \( j \), \( m \) is the number of samples, and \( \mu_i \) is the mean of the intensity values for gene \( i \) over all samples.

3.2 Selecting Important Genes

Notice that among thousands of genes, not all of them have the same contribution in distinguishing the classes. Actually, some genes have little contribution or just represent noise from the matrix (Figure 5). We need to remove those genes.

Assuming there are \( n \) genes and \( m \) samples, where each gene vector (after normalization) is denoted as

\[ X_g = (x_{g1}, x_{g2}, \ldots, x_{gk}, x_{g(k+1)}, \ldots, x_{gm}), \quad (5) \]

where \( g = 1, 2, \ldots, n \) for each gene.

![Figure 5. Different kinds of gene patterns. Assume that samples have two classes. If we want to construct a “class predictor” from the gene matrix, genes have pattern like (a) give the correct information which are called “important gene”. Pattern (b) means useless genes. Pattern (c) is noise in the dataset. So our task is to select (a), remove (b) and (c) from the set of genes.](image)

Without losing generality, we assume the first \( k \) samples belong to one class while the remaining samples belong to another class. The ideal gene which is highly correlated with the samples distribution should match the pattern \( \bar{P} = (1, 1, \ldots, 0, \ldots, 0) \) (first \( k \) number is “1” followed by \( m - k \) “0”); or \( \bar{Q} = (0, 0, \ldots, 1, \ldots, 1) \) (first \( k \) number is “0” followed by \( m - k \) “1”). We calculate correlation coefficient (Formula (2)) between each gene vector and the pre-defined stable pattern \( \bar{P} \), then sort genes using these correlation coefficients by a descending sequence which exactly matches the ascending sequence if sorting by correlation coefficients with another pattern \( \bar{Q} \). We know a certain number of genes from the top and the bottom of this sequence should be chosen as the “important genes”, but the number is usually decided from the experience. Also the best number for different datasets is different. Using our tool, we can conduct flexible judgment. First, we map the whole dataset into 2-dimensional displaying space. We then remove “unimportant” genes from the middle of the sequence one by one. When the boundary of the clusters of the samples could be clearly separated, we stop this procedure. The remaining genes are chosen as “important” genes (Figure 6). The whole procedure is integrated into our visualization tool. Because our mapping function has the property of preserving correlation coefficient similarity, samples with similar patterns will be mapped close to each other.
Figure 6. Procedure of removing “unimportant” genes based on a gene expression data of 28 samples which belong to two clusters. (A) Shows original distribution of 28 samples mapping from 4132 genes vectors. (B) Samples distribution reduced to 120 genes. (C) Samples distribution reduced to 70 genes. There is a clear boundary between two clusters.

3.3 Weight Adjustment

After selecting a subset of important genes, the next step is to build a class predictor based on these genes. Usually this predictor has the format of:

\[
    (w_1 \cdot g_1, w_2 \cdot g_2, \ldots, w_k \cdot g_k),
\]

where \( g_i \) is the value of the selected gene of the sample to classify and \( w_i \) is weight of the selected gene.

Now the problem is how to decide the weight of each gene. We can directly use the correlation coefficient with the pattern \( \hat{P} = (1, 1, \ldots, 1, 0, \ldots, 0) \) or \( \hat{Q} = (0, 0, \ldots, 0, 1, \ldots, 1) \) as the weight, or get from the parameter adjustment function of our tool. By using our tool, we can manually adjust the weights of each gene as illustrated in Figure 4, or let the tool to perform automatic adjustment. For automatic adjustment, we present a measure that evaluates the quality of the distribution of two clusters, and use this measure to decide when to stop the adjustment procedure.

First we define the center of each sample cluster \( S_k \) as \( \hat{C}_{\hat{S}_k} \) using Formula (7):

\[
    \hat{C}_{\hat{S}_k} = (c_{s_{k1}}, c_{s_{k2}}, \ldots, c_{s_{kn}}),
\]

where

\[
    \hat{s} = (x_1, x_2, \ldots, x_n) \text{ is a sample vector,}
\]

\[
    c_{s_{ki}} = \frac{\sum_{x \in S_k} x_i}{n}.
\]

Then for each sample cluster, we define a value \( G(S_k) \) to measure the gather degree of all the points in this cluster using Formula (8):

\[
    G(S_k) = \sqrt{\frac{1}{m-1} \sum_{x \in S_k} | \hat{s} - \hat{C}_{\hat{S}_k} |^2}
\]

\[
    = \sqrt{\frac{1}{m-1} \sum_{x \in S_k} \sum_{i=1}^{n} (x_i - c_{s_{ki}})^2}
\]

where \( m = |S_k| \) is the number of samples in this cluster.

This measure is similar to the standard deviation in one dimensional space. If the distribution of points in sample cluster \( S_k \) is sparse, \( G(S_k) \) will be large, otherwise it is small. If we have two clusters of samples denoted as \( S_1 \) and \( S_2 \), we hope each cluster gather together as well as the distance between the two clusters is as large as possible. So we present another measure to describe the quality of the cluster distribution as Formula (10):

\[
    c = \frac{G(S_1) + G(S_2)}{|C_{S_1} - C_{S_2}|},
\]

where \( C_{S_1} \) is the center of \( S_1 \), \( C_{S_2} \) is the center of \( S_2 \), and \( |C_{S_1} - C_{S_2}| \) is the Euclidean distance between \( C_{S_1} \) and \( C_{S_2} \).

We hope the distance between the two clusters can be as large as possible and the sparse degree can be as low as possible. So the best distribution is reached when \( c \) value is the smallest. We apply this measure on the 2-dimensional displaying space to evaluate the samples distribution while adjusting weights. Notice that to try the combinations of all the weights is impractical because of exponential time complexity. What we can do is when the points distribution reaches a local lowest value of \( c \), we stop the adjust procedure and set combination of the weights.
4 Experimental Results

The experiments are based on two data sets: the MS\_IFN group and the CONTROL\_MS group. The MS\_IFN group contains 28 samples (14 MS samples and 14 IFN samples) while the CONTROL\_MS group contains 30 samples (15 control samples and 15 MS samples). Each sample has 4132 genes.

During the data processing procedure, by sorting genes using the correlation coefficients of Formula (2), we select 70 genes (Figure 6 (C)) for MS\_IFN group and 58 genes for CONTROL\_MS group. We then adjust weights for the genes in these two groups using automatic adjustment function in our tool.

![Figure 7. Experiment result for MS\_IFN group and CONTROL\_MS group.](image)

We use K-means clustering method to evaluate the “weighted class predictor” which we get from the analyzing procedure. Here we choose the cross-validation method [33] to evaluate each group. In each group, choose a sample, use the remaining samples of this group to select important genes, and get class predictor. Then predict the class of the withheld sample. The process is repeated for each sample, and the cumulative error rate is calculated. For MS\_IFN group, samples in the IFN group were all predicted correctly but one sample in the MS group was incorrectly classified. For the CONTROL\_MS group, samples in the MS group were all predicted correctly, but five samples in the CONTROL group were wrongly classified. Figure 7 shows the evaluation result of our “weighted class predictor” for these two groups using the cross-validation method.

5 Conclusion

In this paper, we presented a visualization method which maps the samples’ n-dimensional gene vectors into 2-dimensional points. This mapping is effective in keeping correlation coefficient similarity which is the most suitable similarity measure for analyzing gene expression data. Our analysis method first removes noise genes from the gene expression matrix by sorting genes according to correlation coefficient measure, and then adjusts the weight for each remaining gene. We also presented a measure to judge the quality of the cluster distribution. We have integrated our gene analysis algorithm into a visualization tool based on the mapping method. We can use this tool to monitor the analysis procedure, to adjust parameters dynamically, and to evaluate the result of each step of adjustment. Our approach takes the advantage of data analysis and dynamic visualization methods to reveal correlated patterns of gene expression data. In particular, we used the above approach to distinguish the healthy control, MS, IFN-treated samples based on the data collected from DNA microarray experiments. From our experiments, we demonstrated that this approach is a promising approach to be used for analysis and visualization of gene array data sets.
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